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Abstract. We propose a semi-blind method for separation of stereo
recordings of several sources. The method begins with computation of
a set of cancellation filters for potential fixed positions of the sources.
These filters are computed from one-source-only intervals selected upon
cross-talk detection. Each source in some of the fixed positions is can-
celed by the corresponding filter, by which the other sources are sepa-
rated. The former source can be then separated by adaptive suppression
of the separated sources. To select the appropriate cancellation filter,
we use Independent Component Analysis. The performance of the pro-
posed method is verified on real-world SiISEC data with two fixed and/or
moving sources.
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1 Introduction

Separation of multiple audio signals recorded in a natural environment is a dis-
cipline comprising several situations. These mainly differ in mutual positions of
microphones and sources, room reverberation and variability of the environment.
The SiSEC 2012 evaluation campaigrﬂ defines several tasks. In this paper, we
consider the task “Determined convolutive mixtures under dynamic conditions”.
The goal is here to separate utterances of several speakers where at most two
of them speak simultaneously from random fixed positions or moving positions
(one source). The scenario is practical as it simulates a meeting situation. Sig-
nals recorded by four microphones are available, but we focus on using only two
microphones, which are more accessible in practice.

The problem can be solved in a blind way, that is, by using only general
assumptions such as the sparsity or independence. The latter assumption en-
ables the use of Independent Component Analysis (ICA) either in the frequency
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domain or in the time domain. A drawback of blind methods consists in their lim-
ited efficiency due to the generality of the conception. The recent effort is there-
fore to take advantage of blind approaches together with incorporated a priori
knowledge. These approaches have the common label semi-blind.

The known features of the SiISEC scenario (a priori knowledge) are as follows.

F1 Maximum two sources are active at the same time instant.

F2 At least one of the active sources is located at a fixed position.

F3 There is a finite number of potential fixed positions, and for each such posi-
tion there exists an interval (even just one second short) in which a source
sounds from this position but other sources are silent.

F4 Different sources are mutually independent.

In this paper, we propose a separation method that takes advantage of the above
features as much as possible. The method utilizes two basic tools: cancellation
filters and the ICA. The use of cancellation filters for separation of audio sources
has been already proved to be useful even in difficult environments [2]. The
approach is however restricted to sources having fixed known position. In this
paper, we go one step further by applying ICA to find the filter assuming that
the source is in one of possible (but unknown) positions.

A cancellation filter (CF) is a filter that cancels a targeted signal and passes
the other signal through. Its output thus gives, on one hand, a separated (non-
target) signal, which, on the other hand, can be suppressed from the original
recording by an adaptive filter to separate the targeted signal. The CF is a
time-invariant filter, so it cannot cancel a moving source.

In some situations such as a meeting, CFs can be computed for potential
positions of sources in advance. Then, when an active speaker is detected at a
given position and its speech overlaps with another speaker, the speeches can be
separated using the corresponding CF(s). The SiSEC scenario considered here
can be seen as one such situation. The CFs can be found based on F3, and the
separation is possible thanks to F1 and F2. For easy reference, let the set of the
computed CFs be called the cancellation filter-bank (CFB).

The only problem to cope with is the fact that the positions of active sources
are not known at a given time. Based on F4, we propose a sophisticated method
that uses ICA to separate the signals without knowing their positions. Following
the idea of [3] and [4], ICA is applied to a data matrix that is defined using the
a priori known CFB. In this sense, the method is “semi-blind”. The details are
given in Section 4. The following section describes the mixing model and the
way to derive a CF. Section 3 describes how the CFB for the SiSEC data was
derived. Results of the separation of the SISEC data are presented in Section 5.

2 Problem Statement

Let s denote a targeted signal whose position is fixed. A stereo mixture of this
signal with a noise is, in general, described by
z(n) = {he * s} (n) +yu(n),

er(n) = {h * }(n) + ym(n) M
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where n is the time index, % denotes the convolution, zy(n) and zg(n) are,
respectively, the signals from the left and right microphone, and hr,(n) and hg(n)
denote the microphone-source impulse responses. The noise signals on respective
microphones are denoted by yr, and yr. The signals are independent of s and,
in our case, they correspond to responses (images) of the other speaker (or may
be equal to zero). When the position of the “noise” speaker is fixed, the roles of
the target and “noise” are interchangeable.

2.1 Cancellation Filter

To cancel the target s, we can seek a filter g that satisfies

{g*hL}(n) = hr(n), (2)

because then the signal

v(n) = {g *xL}(n) — rr(n)
={gxhxs}(n) +{g*yr}(n) — {hr * s}(n) — yr(n) 3)

={g9*yLt(n) —yr(n)
does not contain any contribution of s(n), while yr, and ygr are passed through.

The filter g can be found using a noise-free interval n = Ny, ..., Ny, i.e. when
yL(n) = yr(n) = 0, as a solution to the least square problem

N>

g = argmgin Z

TL:Nl

(g% o1 —zr)}(n)| (4)

We will call g the cancellation filter, although the true CF is the MISO filter on
the right-hand side of (B]), comprising of g and —4 (the unit impulse).

3 Building the CFB

According to F3, it is possible to compute the CF for each potential (fixed) po-
sition of a source. Our strategy is therefore to find one-source-only intervals and
compute the CF according to (), for each interval. This can be done manually,
that is, in a supervised way, which we take into consideration. On the other hand,
an automatic selection may be needed in real-time applications. Therefore, we
propose two approaches to find the one-source-only intervals automatically.

The need is to distinguish three possible situations: silence, one speaker active,
and two speakers active. The silence is easily detected by thresholding the energy
of signals on microphones. It is more challenging to distinguish one speaker talk
from a cross-talk.

Our first approach uses single (left) microphone only and is based on the
linear predictive coding (LPC) of the observed signal. LPC models the signal
as an autoregressive process of a selected order and measures the energy of
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the residual signal (the prediction error). In the literature, see e.g. [7], it was
observed that the prediction error of single speech signal is lower than that of
an overlapped speech signal. The first approach therefore does the detection by
thresholding the linear prediction error.

The second approach utilizes both microphones and measures the coherence
of the signals [5]. The coherence is equal to one when the signal from one mi-
crophone is a delayed version of the signal from the other microphone, which
ideally happens when the signal comes from a single direction without any re-
verberation. The reverberation must be taken into account, so the detection is
based on thresholding the coherence.

The automatic selection proceeds as follows, examples of selected intervals are
shown in Figure [l

1. The detection criterion is computed throughout available data and smoothed
by the moving-average filter (the length is 250 ms).

2. The intervals where the smoothed criterion is lower (higher) than a threshold
are selected.

3. For each block of a sufficient length (> 1 s), compute the CF according to
@) a store it into the CFB.
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Fig.1. An example of detected one-source-only blocks by thresholding LPC error and
coherence. “True” blocks denote manually selected blocks.

The automatic procedure (but also the manual one) has the potential prob-
lem of computing several CFs for the same position. The duplicated CFs can
be recognized by using a similarity measure (e.g. the mean square distance).
However, there still may be CFs that differ quite much due to estimation errors
but correspond to the same position. Fortunately, our method is robust in this
respect thanks to the applied ICA, as it is explained in the following section.

4 Source Separation Using ICA and CFB

The SiSEC data can be divided into intervals in which two overlapping sources
sound from unknown positions. In this section, we focus on processing one such
interval n = Nip,..., Ny and propose a method that separates the signals from
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the mixtures z,(n) and zg(n). The features F1-F4 are taken into account, so it
is assumed that a CFB containing CF for each potential position of stationary
sources is available.

Let g;, 1 =1,..., P denote CFs in the CFB. We define a data matrix as

{gr* 2L }(N1) ... {g1 * 2L }(N2)

X — : : : (5)
{gp *xL}(N1) ... {gp xzL}(N2)

xr(N1) rRr(N2)

and search for its independent components (ICs) by an ICA algorithnﬂ The ICA
yields the de-mixing (P + 1) x (P 4 1) matrix W and independent components
C = WX which are linear combinations of rows of X. It is highly expectable
that at least one such combination (independent component) corresponds to the
signal in which one source having fixed position is canceled. There are two key
reasons for this claim.

1. The output of the kth CF can be expressed by

[93"\'/703_];307"'371]')(:{gk*xL}f‘TR7 (6)
k

which means that the subspace spanned by rows of X contains the outputs
of all CF's in the CFB. Since one source is in one of the potential positions
(although unknown), there exists a linear combination of rows of X that
cancels the source.

2. Such linear combination is an independent signal since it contains the con-
tribution of one source only.

Since the order of the independent components (ICs) is random, the one that
corresponds to the signal with canceled source must be found. This problem
is easily resolved by finding the largest element (in absolute value) of the last
column of W. To explain, the /th element of the last column of W determines
how much the last row of X contributes to the ¢th IC. Since only the last row
of X contains samples of g (the other rows contain xy,), its contribution must
be significant so that a source in the IC be canceled. Similarly, when there are
two stationary sources in the mixture, we select two components corresponding
to the two largest elements.

4.1 Separation by Adaptive Post-filtering

Once an independent signal is obtained, it can be considered as a separated one
thanks to F1; let it be denoted by v(n). The other source can be obtained by an
adaptive Wiener-like filter that suppresses v(n) from z1, and zg.

2 An arbitrary ICA algorithm can be used. We utilize the BGSEP algorithm from [6]
for its speed and accuracy.
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Let X (k,¢) and V (k,¢) be the short-time Fourier transform of z,(n) (or zr)
and v(n), respectively, where k is the frequency index and ¢ is the time-frame
index. The adaptive filter, which is sometimes called a soft mask or the frequency-
domain Wiener filter [§], is defined in the time-frequency domain by

X (k, )

WO = Xk, 0 + 7]V (R 0P

(7)

The time-frequency representation of the final output signal is

~

Sk, 0) = W(k,0)X (k, 0). (8)

The free positive parameter 7 allows control of the trade-off between the Signal-
to-Interference ratio (SIR) and Signal-to-Distortion ratio (SDR) of the output
signal.

5 Experiments

The SiSEC datasets “Determined convolutive mixtures under dynamic condi-
tions” were recorded in a room with reverberation time about 700 ms. The
sampling rate of signals is 16 kHz. From the four channel recordings in develop-
ment dataset, we use signals from microphone 2 and 3, whose distance is 2 cm.
The distances of the sources from microphones are about 1 mf

The datasets are divided into intervals in which two sources are active. Each
interval is processed separately and the separated signals are evaluated using
the BSS EVAL toolbox [9]. We use the criteria SIR, SDR and SAR (Signal-to-
Artifact ratio) and SIR improvement (the difference between the SIR of mixed
and separated signals). The resulting criteria are averaged over all intervals.

In our experiments, we distinguish the three ways of obtaining the CFB needed
for our method (Section 3). MAN means the manual selection of one-source-only
intervals. The automatic selections are denoted by LPC (LPC with the AR order
18) and COH (coherences with the length of the FFT window 128 samples and
zero overlap).

5.1 Random Sources Activity in Unknown Static Positions

In this situation, two active speakers are located at unknown fixed positions
on a semi-circle with radius 1 m. In Setup 1, the competing sources are always
located on different angular sides with respect to the center of the array, that is
one speaker is in (—90°;0°) while the other one is in (0°;90°). In the Setup 2, the
two competing sources can be located in the whole angular space (—90°;90°),
but never in the same position. We consider two ways the separated signals

3 The results for other microphone/source distances achieved on the SiSEC datasets
can be found on the SiSEC results web page http://www.irisa.fr/metiss/
SiSEC11/dynamic/main.html.
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could be obtained. They can either be both obtained as ICs (Section 4) in which
one source is canceled (denoted by ica) or both as the outputs of the adaptive
Wiener-like filter (Section 4.1) that suppresses the obtained component from
original recordings (denoted by wf); the parameter 7 in (7)) was put equal to 10.
The results averaged over both separated sources are summarized in Table 1.

Table 1. Separation of fixed sources with random location

method SIR[dB] SIR impr.[dB] SDR[dB] SAR[dB]

MAN (ica) 17.18 15.65 4.02 4.88
MAN (wf)  12.16 10.62 1.17 3.24
Setup 1 PPC (ica)  12.76 11.22 2.95 4.56
LPC (wf) 9.64 8.10 -0.33 2.60
COH (ica)  14.34 12.80 2.96 4.26
COH (wf)  10.33 8.80 0.13 2.66
MAN (ica)  14.67 12.79 1.36 2.88
MAN (wf)  11.42 9.54 0.71 3.33
Setup 2 LPC (ica) 1257 10.69 1.61 3.25
LPC (wf) 8.62 6.74 -0.58 2.89
COH (ica)  11.99 10.11 0.79 2.89
COH (wf) 8.20 6.32 -1.15 3.06

The manually selected CFB leads to a better performance in terms of all
criteria. The unsupervised approaches give comparable results, which points
to their efficiency. The separation is better when signals are taken as the ICs
than when they are obtained by the adaptive filter, especially in terms of SDR
and SAR. This is explained by the fact that the sources are in fixed positions,
so invariant filters (ica), which generate less distortions, are sufficient for the
separation.

5.2 A Moving Source

In this scenario, one source is moving within the angular space (0°;90°) and its
distance from microphones is varying between 0.5 m and 1.2 m. The position
of the second source is fixed within the angular space (—90°;0°) either at one
position during the whole dataset (Setup 1) or random position (Setup 2). Here,
the moving source can be separated as the IC only, while the stationary source
must be separated by the adaptive filter. Table 2 shows the results. In the case
of Setup 1 (fixed source at one position), the label single denotes the case, when
the CFB contains one filter only. This filter is able to supress the fixed source in
the whole recording, i.e. the ICA utilization is not necesary.

The performance achieved with the single manually selected filter in Setup 1
confirms the suitability of the CF utilization for this type of separation scenario.
In case of automatically constructed CFBs, the performance is lower, because the
CFB contain CF's for positions where the moving source appeared for a moment.
These CF's cause random confusion of the separated sources and deteriorate the
performance.
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Table 2. Separation of mixtures of one fixed and one moving source

method  src. position SIR[dB] SIR impr.[dB] SDR[dB] SAR[dB]

MAN (single) moving 13.00 12.62 6.62 8.23
MAN (wf) fixed 19.48 16.33 3.74 3.98
Setup 1 LPC (ica) moving 7.04 6.66 1.31 4.25
LPC (wf) fixed 16.72 13.57 0.17 0.50
COH (ica) moving 7.99 7.61 1.33 3.65
COH (wf) fixed 16.73 13.57 0.92 1.24
MAN (ica) moving 10.28 10.26 -1.47 1.81
MAN (wf) fixed 14.82 11.29 1.70 2.24
Setup 2 LPC (ica) moving 9.10 9.08 1.17 3.73
LPC (wf) fixed 15.88 12.35 0.03 0.44
COH (ica) moving 10.03 10.01 1.23 3.65
COH (wf) fixed 15.29 11.75 -0.60 0.01
Conclusion

We presented a solution for the task presented in SISEC evaluation campaign
using ICA and cancellation filters. The proposed method can be easily extended
to situations where there are more than two sources [10].
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